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Abstract— Micro-expressions are short, involuntary facial
expressions which reveal hidden emotions. Micro-expressions
are important for understanding humans’ deceitful behavior.
Psychologists have been studying them since the 1960’s. Cur-
rently the attention is elevated in both academic fields and
in media. However, while general facial expression recognition
(FER) has been intensively studied for years in computer vision,
little research has been done in automatically analyzing micro-
expressions. The biggest obstacle to date has been the lack of a
suitable database. In this paper we present a novel Spontaneous
Micro-expression Database SMIC, which includes 164 micro-
expression video clips elicited from 16 participants. Micro-
expression detection and recognition performance are provided
as baselines. SMIC provides sufficient source material for com-
prehensive testing of automatic systems for analyzing micro-
expressions, which has not been possible with any previously
published database.

I. INTRODUCTION

A. Micro-expression and Lie Detection

A micro-expression is a very brief facial expression which

shows the true undergoing emotions that people try to con-

ceal. The most significant characteristic of micro-expressions

is that, compared to normal facial expressions, their durations

are very short. Thus, usually it is hard to find them in real-

time conversations [1].

Micro-expressions were first found by Haggard and Isaacs

in 1966 [2]. Ekman and Friesen [3] also reported finding

micro-expressions in their independent work three years later.

They examined a film taken of a psychiatric patient, who

later confessed that she lied to her doctor to conceal her

plan to commit suicide. Although the patient seemed to be

happy throughout the video, when the video was examined

frame by frame, a hidden look of anguish was found which

lasted for only two frames (1/12 s). In his next papers [4]–

[6], Ekman indicated that micro-expressions are important

clues for detecting lies, as they usually occur in high-stake

situations where people would have serious consequences

if they were caught lying or cheating –for example when

the suspect is interrogated by a police officer. He also

developed the Micro Expression Training Tool (METT) [7],

[8] which can help to increase people’ micro-expression

detection performance. Later many other researchers joined

in to analyze micro-expression and its relationship with lies.

The public interest in micro-expressions has been growing
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TABLE I: Popular databases for general facial expression recogni-
tion. AUs indicates action units of the Facial Action Coding System
(FACS) [11].

Name Participants Size Emotions Elicitation

CK [12] 210 adults 480 videos 6 classes Posed

MMI [13] 79 adults + 1250 videos + 6 classes Posed +

11 childrens 600 images + AUs Spontaneous

JAFFE [14] 10 females 213 images 6 classes Posed

+ neutral

RU-FACS [15] 100 adults 100 videos AUs Spontaneous

Multi-PIE [16] 100 adults 4200 images 6 classes Posed

Oulu-CASIA [17] 80 adults 2880 videos 6 classes Posed

both in scientific research and media. But in computer vision,

micro-expression is still a quite new topic and not much work

has been done.

B. The State of the Art in Computer Vision Research

After the idea of affective computing was brought up by

Picard in 1998 [9], facial expression recognition has become

a popular topic. Many good methods have been developed

for automatically recognizing humans’ emotional state from

facial expressions. The development of these methods would

not have been possible without well-established databases.

For the general facial expression recognition (FER) problem,

there are many widely used databases including both posed

facial expressions and spontaneous (genuine) facial expres-

sions. Some of the most popular databases are listed in Table

1. For more related work please refer to a review paper by

Zeng et al. [10].

In contrast to the large number of FER research publi-

cations, only a few studies have been done on recognizing

micro-expressions. Shreve et al. [18], [19] used strain pat-

terns as a feature descriptor for spotting micro-expressions in

videos. They claimed that their algorithms successfully spot-

ted seven out of seven micro-expression samples with one

false alarm. However, their dataset contains posed rather than

natural micro-expressions, and their criteria set for micro-

expressions (2/3 s) is longer than most accepted durations.

Although there is no strict rule about the duration of micro-

expressions, most agreed that they should be no longer than

1/2 s [20]. Polikovsky et al. [21] recorded micro-expressions

from ten participants using a 200fps high speed camera,

and used gradient orientation histograms as a descriptor for

micro-expression recognition. But their data was also posed.

They asked participants to perform seven basic emotions with



low facial muscle intensity and to go back to neutral as fast

as possible. In another more recent work, Wu et al. [22]

used GentleSVM, which is a combination of Gentleboost

algorithm and SVM classifier, for spotting and recognising

micro-expressions. But again, their methods were not tested

on real micro-expressions. Instead, they used training videos

from METT [7], [8], which are synthetic clips made by

embedding one emotional frame in a sequence of neutral

frames.

Although the authors in the above-mentioned micro-

expression studies claimed to make progress in automati-

cally analyzing micro-expressions, none of their works were

actually tested on genuine (spontaneous) micro-expressions.

As micro-expressions are involuntary behavior, theoretically

they cannot be controlled or imitated [6]. One can obtain

a ’posed micro-expression’ by asking participants to pose,

or by synthesizing or down-sampling the video somehow,

but the result would be different from genuine micro-

expressions, both spatially and temporarily. In our previous

work [23], spontaneous micro-expression clips were used,

but only six participants’ data were collected at that time.

To better promote research on automatic micro-expression

recognition a larger spontaneous micro-expression database

is needed.

C. Motivation for Building a Spontaneous Micro-expression

Database

Studying micro-expressions is important for understand-

ing human’s affective behavior, particularly when deceit is

involved. For most people it is very difficult to recognize

micro-expressions even after special training [24]. One rea-

son is that micro-expressions are very short; another is that

during a conversation, many other social factors are compet-

ing for attention at the same time – for example the speaker’s

words, gestures and also one’s own plan for what to say next.

For a computer none of these issues is a problem. Hence

a method for automatically recognizing micro-expressions

would be very valuable if it can be developed.

So far, the lack of an accessible testing resource has

impeded the research. A well-established database with a

sufficient amount of data is in need. To address this problem,

in the following sections we will first describe the method

used to collect the Spontaneous Micro-expression Database

(SMIC) and outline its composition. We will then provide

some basic testing results of the data as the baseline perfor-

mance measure.

II. THE SPONTANEOUS MICRO-EXPRESSION

DATABASE (SMIC)

Many methods have been employed to build facial expres-

sion databases, some of which were described in the previous

section. But none of those methods is suitable for building

a spontaneous micro-expression database. Two factors must

be considered for this purpose: 1) Since micro-expressions

are involuntary, genuine facial expressions must be elicited.

This means that the participant needs to genuinely experience

the emotion. 2) The facial expressions must also be very

brief so that they meet the criteria of a micro-expression.

Genuine expressions can be induced by different material

like images, movies, music etc. [25]. According to Ekman’s

research [4]–[6], micro-expressions appear when people are

lying or trying to conceal their true feelings, especially when

the consequences of being caught will be very serious (high-

stake lies).

Thus, the experimental design for getting spontaneous

micro-expressions must satisfy the following two conditions:

1) Stimuli used for eliciting participants’ emotions must be

strong enough, so that most participants will feel the emotion

and show it on their faces. 2) There must be enough pressure

to motivate participants to conceal their true feelings. Based

on these considerations we designed an inhibited emotion

inducing paradigm for building the SMIC database.

A. Acquisition Setup and Procedure

1) Setup: The database was recorded in an indoor bunker

environment designed to resemble an interrogation room.

Indoor illumination was controlled stable through the whole

data recording period with four lights from the four upper

corners of the room. 16 carefully selected movie clips (more

details in the following section), which can induce strong

emotions, were shown to participants on a computer monitor

together with a speaker for audio output. Participants sat

about 50cm from the computer monitor. While participants

were watching the film clips, a camera fixed on top of

the monitor recorded their facial reactions. The setup is

illustrated in Figure 1.

20 participants participated in the recording experiment.

For the recording of the first ten participants, a high speed

(HS) camera (PixeLINK PL-B774U, 640× 480) of 100fps

was used to record the short duration of micro-expressions.

For the recording of the latter ten participants (recorded 5

months later than the first ten participants), in addition to the

high speed camera another integrated camera box was added

(details about the camera provided in [26]), which consists

of a normal visual camera (VIS) and a near-infrared (NIR)

camera, both with 25 fps and resolution of 640× 480. The

VIS and NIR cameras were added for two reasons: first, to

improve the diversity of the database; second, to investigate

whether the current method can also be used on normal speed

cameras of 25 fps. In contrast to a down-sampled version

of the 100 fps data, the 25 fps data yields data similar to

standard web cameras, including their limitations such as

motions blurs. When multiple cameras were used, they were

put parallel to each other and fixed on the middle top of the

monitor to ensure frontal view recording. Due to technical

issues there was a time delay about 3-5 seconds between the

starting points of the three cameras. VIS and NIR clips were

manually synchronized with the reference to the HS data.

2) Procedure: Before recording started, the content of

research was explained to participants and forms were signed

if they agreed. Then, instructions were given as follows: 1)

You will be shown several short emotional film clips, please

try to keep your head position fixed and watch them carefully.

2) After each film clip you will have a short break. Please
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Fig. 1: SMIC recording system setup. Participants watch the movie
alone in the recording room while the researcher monitors the
participants’ facial expressions remotely from another room.

fill in the questionnaire according to your true feelings about

the film you just watched. 3) While you watch the films, I

will stay in the other room observing your facial and body

movements through the camera and try to guess which clip

you are watching (clips are played in random order). Your

task is to put on a poker face and NOT to reveal your true

feelings. If you fail to hide your feelings so that I guess right,

you will have to fill in a very long boring questionnaire of

more than 500 questions.

After participants understood how to proceed, the re-

searcher left and participants started formal experiments

alone in the room. Questions in the self-report questionnaire

include: 1) What kind(s) of emotion did you feel when

watching the movie clip? Answers can be chosen from

"happy, sad, disgust, fear, surprise, anger, or confused”. 2)

Do you feel pleasant or unpleasant when watching the movie

clip? Answers were rated from 1 (most unpleasant) to 7

(most pleasant).

3) Stimuli Selection: Different sources and methods can

be used for inducing spontaneous emotions. We chose to use

short video clips for the SMIC database for three reasons:

1) Videos include both audio and visual information and

are therefore more powerful emotion inducers. 2) Micro-

expressions are more likely to occur if high-arousal emotions

need to be hidden for a longer time [27], so videos are

better than static images. 3) From the practical perspective of

acquiring stable frontal face data, subjects watching movies

are easier to control than subjects in interactive scenarios

with multiple persons.

Before the formal experiment started, many emotional

video clips were gathered from both commercial movies,

which were demonstrated to elicit strong emotions in previ-

ous psychological studies [25], [28], [29], and YouTube clips.

The strongest clips that induced six kinds of target emotions

were selected. Anger movies were removed because the

recordings did not elicit any micro-expressions of anger.

Finally, 16 video clips were selected for the formal database

recording. 11 clips were cut from commercial movies. Five

funny videos were chosen from YouTube to even the number

of positive (happy) and negative (sad, fear and disgust) video

TABLE II: Video clips selected as emotion inducers for the
spontaneous micro-expression database SMIC.

Clip Name Source Emotion Time

Pink flamingos Film Disgust 50s

Hellraiser Film Disgust 87s

The champ Film Sad 258s

Lion king Film Sad 120s

Shining Film Fear 343s

The thing Film Fear 204s

Capricorn Film Surprise 47s

Sea of love Film Surprise 9s

Funny moments 1 YouTube Happy 112s

Funny cats YouTube Happy 141s

There’s something about Mary Film Happy 141s

Church YouTube Happy 84s

When Harry met Sally Film Happy 173s

Italian went to Malta YouTube Happy 73s

Funny moments 2 YouTube Happy 148s

Benny & Joon Film Happy 131s

clips in the database. Two clips were used for inducing

surprise, but surprise can be induced by other clips as well

which was demonstrated in our data labeling section. Details

of selected video clips are given in Table 2. The recording

time for each participant was about 50 minutes.

B. Dataset Description

1) Annotation of Micro-expression Video Clips: The HS

data were segmented and labeled by two annotators accord-

ing to participants’ self-reported emotions. The annotators

followed the advice of Ekman to first view the video frame-

by-frame and then with increasing speed [1]. The excerpt

micro-candidate clips were compared with participants’ self-

reported feelings. Only labels that were consistent with the

subjects’ self-reports were included. The two annotators’

choices were then cross-checked. Clips for which both an-

notators agreed on the label were included to the final SMIC

database.

2) Participants: 20 participants participated in the SMIC

database experiment. Among those six were female and 14

male. All participants were either undergraduate students

or research staff. The mean age of all participants is 26.7

years ranging from 22 to 34. The participants are ethnically

diverse: ten Asians, nine Caucasians and one African. Ten

participants wore glasses.

3) Duration of Micro-expressions: There is an ongoing

debate in psychology as to the acceptable duration of micro-

expressions. For the SMIC database we use 1/2 second as the

cut line [30], [31]. For the HS dataset of 100fps, the longest

micro-expression clips have 50 frames while for VIS and

NIR datasets of 25fps, the longest micro-expression clips

have 13 frames. Every micro-expression clip starts from a

neutral (or relatively neutral) frame, with the second frame

as the starting point of expressional facial muscle movement,

and ends when facial expression turns back to neutral (or

relatively neutral).



TABLE III: Data composition of SMIC database. The number of
participants is described as N1/N2, N1 indicates the number of
participants that generated micro-expression clips during recording,
N2 indicates the total number of participants recorded. Po. =
positive (happy); Ne. = negative (sad, fear, disgust); Sur. = surprise.

Data Participants
Micro-expression clips

Po. Ne. Sur. Total

HS 16/20 51 70 43 164

VIS 8/10 28 23 20 71

NIR 8/10 28 23 20 71

4) Not All Subjects Show Micro-expressions: Not every

participant showed micro-expressions when recording SMIC.

According to Ekman’s research, when people are telling lies,

about half of them might show micro-expressions, while the

other half do not [1]. The reason why only some people

show micro-expressions is for now unknown. In our study,

four participants did not show any micro-expression at all

throughout the 35 minutes of watching videos; for the rest of

16 participants, the number of micro-expression clips ranges

from 2 to 39.

5) Dataset Composition: The final SMIC database in-

cludes 164 micro-expression clips from 16 participants

(mean age is 28.1 years, six females and ten males, eight

Caucasians and eight Asians). All clips are recorded in

the HS dataset. 71 clips from eight participants were also

recorded in the VIS and NIR datasets. In the following

sections only the participants who showed micro-expression

clips will be counted when referring to the number of par-

ticipants. For each participant’s micro-expression clips, the

same number of clips without micro-expressions ("non-micro

clips”, including neutral faces, general facial expressions and

other non-expressional facial movements) were randomly

selected from the original video as the counterparts for the

use of the micro-expression detection task (details described

in the following section). The composition of SMIC database

is shown in Table 3. Sample clips of the SMIC database can

be found on this web page 1.

III. DATABASE EVALUATION

A. Experiments

Two experiments were carried out on the SMIC database

for analyzing micro-expressions: (1) micro-expression detec-

tion and (2) micro-expressions recognition. Detection was

done by distinguishing micro-expression clips from ran-

domly selected non-micro clips in a two-category classifica-

tion task. Recognition was a three-category classification task

to discriminate three classes of micro-expressions (Positive

vs. Negative vs. Surprise).

In detection, for each participant an equal number of non-

micro clips were chosen as the number of micro-expression

clips he/she has yielded. Two guidelines were used to ensure

that the non-micro clips were representative of background

noise: 1) The non-micro clips were randomly selected from

1http://www.cse.oulu.fi/SMICDatabase

the whole recording time with the exception of the labeled

micro-expression clip frames. This means that the non-micro

clips can include all kinds of facial movements, e.g. general

facial expressions and other movements such as eye blinking,

lip sipping or slight head tilting. 2) The length of non-micro

clips were controlled to be of similar distribution as the

length of the micro-expression clips (shown in Fig.2).
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Fig. 2: Frame number distributions of micro-expression and non-
micro clips in the HS dataset.

B. Methods

Since the muscle movements involved in spontaneous

micro-expressions are very subtle, all faces were normalized

and registered to a face model by using 68 feature points

from the Active Shape Model [32] to address the variations of

spatial appearance. After that, faces were cropped according

to the eye positions from a Haar eye detector [33]. For feature

extraction we used Local Binary Pattern histograms from

Three Orthogonal Planes (LBP-TOP) [34] to describe the

spatiotemporal local textures from cropped face sequences.

Because the duration of micro-expressions is short, frame

numbers can be very limited in some micro-expression

clips especially for VIS and NIR datasets. That raises a

problem when choosing parameters for LBP-TOP. To this

end we used a temporal interpolation model (TIM) [35]

which allows varying (up-sampling and down-sampling) the

frame numbers to promote the feature extraction process.

SVM was used as a classifier. The performance of the two

experiments was computed using leave-one-subject-out cross

validation. For more details on the methods refer to [23]. The

past work on micro-expression recognition [23] applied this

method on only six participants’ data using the same methods

for feature extraction as in this paper.

C. Results and Discussion

1) Baseline Performance: Both detection and recognition

experiments were run on three datasets (HS, VIS and NIR)

separately using the leave-one-subject-out cross validation.

For the detection experiment the chance level is 50%; and

for the recognition experiment the chance level is 33%. All



data (164 clips for HS, 71 clips for VIS and NIR) of the

SMIC database were included in this part. Table 4 shows the

performance of the three datasets. Parameter combinations

that gave the best performance of each condition are listed.

TABLE IV: Leave-one-subject-out results on the SMIC database.
Detection is classifying micro-expressions vs. non-micro; recogni-
tion is 3-category classification of Positive vs. Negative vs. Surprise.
x×y× t are the number of rows, columns and temporal blocks into
which the LBP-TOP is divided. TIMn denotes that the original clips
were temporally interpolated to n frames.

Dataset Experiment Method Accuracy

HS
Detection LBP-TOP(5×5×1) + TIM10 65.55 %

Recognition LBP-TOP(8×8×1) + TIM10 48.78 %

VIS
Detection LBP-TOP(5×5×1) 62.68 %

Recognition LBP-TOP(5×5×1) + TIM10 52.11 %

NIR
Detection LBP-TOP(8×8×1) + TIM20 59.15 %

Recognition LBP-TOP(8×8×1) + TIM10 38.03 %

2) Details of Experimental Results on Three Datasets:

The second half of the data was also recorded using a

near-infrared and standard frame-rate camera. This was to

compare the performance of data that acquired 1) using high

speed vs. normal speed recording and 2) within visual vs.

near infrared spectrum. The first eight participants’ clips in

the HS dataset were excluded because there are no coun-

terparts in VIS or NIR datasets for them, leaving 71 clips

from the latter 8 participants. Same parameters were used for

computing on all three datasets: all clips were interpolated

to ten frames (TIM10), and the LBP-TOP features were

extracted in 8× 8× 1 blocks. Results are shown in Table

5. For both detection and recognition tasks, the performance

on HS dataset is better than on the other two datasets that

were recorded at normal 25fps speed. This indicates that

the high speed camera did provide useful information for

micro-expression analysis. When comparing the accuracy on

the NIR and VIS datasets, the results on NIR dataset are

much lower particularly for the recognition task. This may

be because all videos of the SMIC database were recorded

under normal indoor illumination conditions suitable for the

VIS camera. A NIR camera shows its advantage over a VIS

camera under darker illumination conditions [17].

TABLE V: Comparison of performance on the latter eight partici-
pants’ data (71 clips) on three datasets. All clips were interpolated
to ten frames (TIM10) and the LBP-TOP features were extracted
in 8×8×1 blocks. Tests are done using the leave-one-subject-out
cross-validation.

Dataset Experiment Accuracy

HS
Detection 65.49 %

Recognition 49.30 %

VIS
Detection 61.27 %

Recognition 43.66 %

NIR
Detection 58.45 %

Recognition 35.21 %

IV. FUTURE DIRECTIONS

We designed an emotion inducing protocol for building

the spontaneous micro-expression database SMIC. Video

clips that induce strong emotional reactions were shown

to participants who were instructed not to reveal their true

feelings on face – otherwise they would have to fill in a very

long boring questionnaire as a punishment. This protocol

simulated the high-stake lie condition and successfully in-

duced micro-expressions in 16 out of 20 participants. Micro-

expression clips were spotted in the recorded videos and

labeled into three categories: positive, negative or surprise

according to participants’ validated self-reported emotions.

SMIC provides sufficient sources for the study of micro-

expression analysis, but there are still several improvements

that could be done in the future.

A. Micro-expression Classes

Micro-expression clips in SMIC are now classified into

three classes: positive, negative and surprise. While positive

(happy) and surprise only includes one target emotion each,

negative includes four emotion categories (sad, anger, fear

and disgust). This kind of management was for the con-

sideration of the data reliability. At the beginning of the

database collection work we selected separate videos for

eliciting each target emotion. We later found out that accord-

ing to participants’ self-report questionnaires, multiple kinds

of emotion, especially negative ones, can appear together

while watching one video. Since often only partial facial

movements are involved in spontaneous micro-expressions,

it is not as easy to judge which emotion it presents. For

example, it is hard to say whether one clip represented fear

or disgust if both emotions were reported by the participant.

Under ambiguous conditions it is more convincing to classify

a clip as a negative one. However, according to research in

psychology [36] micro-expressions can express six universal

emotions. Hence, future database construction could work

towards more specific classes with experiments that give

reliable evidence for ground truth.

B. Micro-expression Detection and Recognition Methods

Micro-expression detection was done by distinguishing

micro-expressions from non-micro-expression clips. As a

preliminary analysis of micro-expression data, this classi-

fication paradigm is necessary since it allows simple and

direct descriptive presentations of the micro-expression data

under laboratory controlled conditions. In the future, this

needs to be extended to spotting micro-expressions from live-

stream videos. That requires solutions for both detection and

segmentation.

The performance reported in this paper serves as a baseline

for future comparison. It uses basic methods and a single

classifier for ease of repeatability. For the purpose of real-

izing an automatic lie detection application in scientific re-

search or forensic interrogation, better methods are expected

to be developed and tested on SMIC.



V. CONCLUSION

In this paper we have presented a novel spontaneous

micro-expression database SMIC. It contains 164 micro-

expression clips induced in 16 participants. Clips from all

participants were recorded with a high speed 100fps camera.

The clips of 8 participants (71 clips) were also recorded by

normal-speed visual and near infrared cameras to enrich the

variety of the data. SMIC contains sufficient amount of data

to enable comprehensive testing of automatically analyzing

micro-expressions. Baseline performance was also provided

using LBP-TOP for feature description and SVM as classi-

fier. Limitations were discussed and potential development

directions were pointed out. SMIC is made available online2

to promote research work in micro-expression analysis.
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